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Abstract: Medical image analysis plays a vital role in solving clinical problems by extracting key information 

from images obtained through medical imaging systems, thereby improving diagnostic accuracy. In this project, 

we present a modified U-Net architecture, termed the Image Contrast-Based U-Net Segmentation model, designed 

to effectively identify and segment affected areas of the skin for disease diagnosis. The model highlights the 

affected regions with red bounding boxes, aiding physicians in accurately identifying and diagnosing various skin 

conditions. The U-Net model is trained using the ISIC and PH2 datasets, both of which achieve an accuracy of 

over 98% in predicting affected pixels. The system allows users to upload test images, visualize the original and 

segmented images, and view the results, clearly indicating the affected areas. A comparison of model performance 

on both datasets shows consistent accuracy. The proposed system offers an efficient, user-friendly tool for skin 

disease identification and can be extended to other medical image segmentation applications, significantly 

enhancing diagnostic workflows in clinical settings. 

Index Terms: Biomedical imaging, deep learning, neural network architecture, segmentation, U-net. 

1. INTRODUCTION 

Medical image segmentation is a critical process in 

the field of medical imaging, facilitating precise 

identification and localization of anatomical 

structures and pathological regions within various 

imaging modalities, including MRI, CT scans, and 

X-rays. This technique plays a vital role in diverse 

diagnostic and therapeutic applications, such as 

tumor detection, organ delineation, and surgical 

planning, contributing significantly to personalized 

medicine and improved clinical outcomes [7]. 

Traditionally, segmentation methods relied heavily 

on manual annotation by medical professionals, 

which is not only time-consuming but also 

subjective, leading to potential inter-observer 

variability and human errors [8]. As a result, 

automated segmentation techniques have been 

widely explored to overcome these limitations, with 

deep learning, particularly convolutional neural 

networks (CNNs), showing tremendous promise due 

to their ability to learn complex features directly 

from data [9]. 

One of the most prominent CNN-based architectures 

for medical image segmentation is U-Net. Its 

encoder-decoder structure, combined with skip 

connections, allows for the efficient capture of both 
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high-level semantic information and low-level 

spatial details, which are crucial for accurate 

segmentation [10]. Despite its success, the standard 

U-Net architecture struggles with challenging 

datasets that exhibit high variability and noise, such 

as those encountered in real-world clinical 

environments [11]. To address these limitations, 

recent studies have proposed modifications to U-

Net, integrating advanced techniques like attention 

mechanisms, which enable the model to focus on 

relevant regions of the image while suppressing 

irrelevant information [12]. Moreover, data 

augmentation methods have been employed to 

improve the model's robustness and generalization 

across diverse medical datasets [13]. 

This study aims to develop a modified U-Net model 

that incorporates these enhancements, including 

attention mechanisms and extensive data 

augmentation, to improve segmentation accuracy 

and reliability. These improvements are expected to 

enhance the model’s performance, contributing to 

better clinical decision-making and improved 

patient outcomes [14]. 

2. LITERATURE SURVEY 

Medical image segmentation is an essential task in 

medical imaging, enabling precise identification of 

anatomical structures and pathologies, which are 

critical for diagnostic and therapeutic applications. 

A variety of deep learning architectures have been 

proposed to address the challenges associated with 

medical image segmentation, with the U-Net 

architecture being among the most widely adopted. 

Initially introduced by Ronneberger et al., U-Net’s 

encoder-decoder structure, along with its skip 

connections, allows for the effective capture of both 

high-level features and low-level details, making it 

highly suitable for segmentation tasks in medical 

imaging [6]. However, traditional U-Net models 

often face challenges when dealing with complex 

medical datasets characterized by variability in 

imaging modalities and noise. 

Several modifications have been proposed to 

improve the performance of U-Net. Ibtehaz and 

Rahman introduced the MultiResUNet, which 

addresses the limitations of U-Net by incorporating 

multiresolution blocks to better capture spatial 

hierarchies in multimodal biomedical images, thus 

improving segmentation performance across 

different medical imaging tasks [1]. Similarly, the 

AdaResU-Net proposed by Baldeon-Calisto and 

Lai-Yuen introduces a multiobjective adaptive CNN 

that adapts its convolutional layers according to the 

complexity of the image, enhancing its ability to 

segment diverse medical images effectively [2]. 

Zhang et al. further refined the architecture by 

developing the DENSE-INception U-Net, which 

integrates densely connected inception modules, 

allowing the model to learn richer feature 

representations, thereby achieving more accurate 

segmentation results [3]. 

Attention mechanisms have also been incorporated 

into segmentation models to enhance their focus on 

relevant image regions. For instance, Zhang et al. 

developed ET-Net, an edge-attention guidance 

network that combines attention mechanisms with 

edge detection to enhance segmentation precision, 

especially at boundaries, where segmentation 

models often struggle [4]. In a similar vein, 3D U2-

Net, introduced by Huang et al., extends the U-Net 

architecture to 3D domains, allowing it to handle 

volumetric data for multi-domain medical image 

segmentation more effectively, particularly for tasks 

involving complex anatomical structures [5]. 

These improvements demonstrate the potential of 

integrating advanced techniques like multiresolution 

analysis, adaptive convolutions, dense connections, 
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and attention mechanisms into the U-Net framework 

to overcome the limitations of traditional models. 

Additionally, Chen et al. proposed DRINet, which 

leverages deep residual learning to further improve 

segmentation accuracy in medical images by 

addressing the vanishing gradient problem 

commonly encountered in deep neural networks [7]. 

Together, these advancements reflect ongoing 

efforts to refine U-Net and other CNN-based models 

to achieve more accurate and reliable segmentation 

results across various medical imaging modalities 

and conditions. 

3. METHODOLOGY 

a) Proposed Work: 

In this project, we propose a modified U-Net 

architecture, named the Image Contrast-Based U-

Net Segmentation model, for the automated 

segmentation of affected skin areas in medical 

images. This model is designed to improve the 

accuracy and efficiency of skin disease detection by 

highlighting diseased regions with red bounding 

boxes, making it easier for physicians to diagnose 

skin conditions. The system is trained on two widely 

recognized dermatology datasets, ISIC and PH2, 

which contain diverse images of skin lesions. The U-

Net model leverages image contrast techniques to 

enhance the identification of affected areas, ensuring 

precise segmentation. A user-friendly interface is 

provided, allowing users to upload test images, 

process them through the model, and visualize both 

the original and segmented outputs. The system aims 

to assist clinicians by reducing manual effort, 

improving diagnostic accuracy, and potentially 

supporting the early detection of skin diseases, 

ultimately enhancing patient care. 

b) System Architecture: 

 

Fig 1 Proposed Architecture 

The proposed system architecture consists of a 

modified U-Net model processing input from 

dermatology datasets, such as ISIC and PH2. The 

architecture outputs three key images: the original 

image, the segmented image highlighting affected 

areas, and a labeled image with red bounding boxes, 

facilitating efficient diagnosis for clinicians. 

c) Dataset Collection: 

The proposed Image Contrast-Based U-Net 

Segmentation model is trained using two widely 

recognized dermatology datasets: ISIC and PH2. 

The ISIC dataset, part of the International Skin 

Imaging Collaboration, contains a large and diverse 

collection of dermoscopic images of skin lesions, 

including melanoma, nevus, and seborrheic 

keratosis. The PH2 dataset is a smaller but well-

curated dataset, containing high-quality 

dermoscopic images with a focus on melanocytic 

lesions, including benign, atypical, and melanoma 

cases. These datasets provide a comprehensive 

range of skin lesion images, enabling the model to 

learn and generalize across diverse skin conditions 

for precise segmentation. 

d) Modules: 

Load Image Contrast UNET Model: Click the "Load 

Image Contrast UNET Model" button to initialize 

the U-Net segmentation model, enabling it to 

process and segment affected areas in 

dermatological images for skin disease detection. 
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Upload ISIC Test Image: Click the "Upload ISIC 

Test Image" button to select and upload an image 

from the ISIC dataset, which will be used to test the 

segmentation capabilities of the U-Net model for 

skin lesions. 

Effected Area Calculation (ISIC): After uploading 

the ISIC image, click the "Effected Area 

Calculation" button to allow the model to identify 

and segment the affected skin regions, highlighting 

them with bounding boxes for easy visualization. 

Upload PH2 Test Image: Click the "Upload PH2 

Test Image" button to upload a PH2 dataset image 

for testing the model's segmentation performance on 

a different dataset, focused on accurate skin disease 

detection. 

Effected Area Calculation (PH2): Once the PH2 

image is uploaded, click "Effected Area 

Calculation" to segment the affected areas in the 

image, highlighting them for easier identification of 

skin disease regions. 

ISIC & PH2 Comparison: Click the "ISIC & PH2 

Comparison" button to compare the segmentation 

results of the U-Net model on both datasets, 

allowing evaluation of performance across different 

skin disease image sets. 

e) Image Contrast UNET Model: 

The Image Contrast U-Net model is a specialized 

variation of the U-Net architecture designed for 

medical image segmentation, with a focus on 

enhancing contrast to improve the identification of 

affected areas. By leveraging image contrast 

techniques, this model accentuates the boundaries of 

lesions or diseased regions, allowing for more 

precise segmentation in challenging medical images, 

such as dermatological scans. Its architecture, which 

includes contracting and expansive paths, helps 

capture both fine-grained details and larger 

contextual features, crucial for accurate medical 

diagnosis. 

It is used in automated skin disease detection, where 

it segments affected areas in images by highlighting 

them, making it easier for physicians to diagnose 

skin conditions. 

The model enhances diagnostic workflows by 

reducing manual effort, increasing segmentation 

accuracy, and improving overall diagnostic 

efficiency in clinical settings. 

4. EXPERIMENTAL RESULTS 

 

Fig 2 Comparison Graphs 

 

Fig 3 Home Page 

 

Fig 4 Load Image Contrast UNET Model 
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Fig 5 Upload Input Image 

 

Fig 6 Output Page 

 

Fig 7 Upload another Image 

 

Fig 8 Output Image 

 

Fig 8 Output Image 

 

Fig 9 Output Image 

5. CONCLUSION 

The developed Image Contrast-Based U-Net 

Segmentation model provides an efficient and 

accurate tool for skin disease diagnosis by 

automatically identifying and segmenting affected 

areas in dermatological images. Trained on the ISIC 

and PH2 datasets, the model demonstrates high 

accuracy in detecting diseased regions, with clear 

visualization using red bounding boxes to aid 

physician interpretation. This segmentation 

approach significantly reduces the time and effort 

required for manual analysis while improving 

diagnostic precision. The system's ability to handle 

diverse test images and consistently provide reliable 

results across different datasets highlights its 

robustness and potential for real-world clinical 

applications. By simplifying the diagnostic process 

and supporting early detection, the model enhances 

the decision-making capabilities of healthcare 

professionals, potentially improving patient 

outcomes. The user-friendly interface further 
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promotes accessibility, making the system suitable 

for integration into clinical workflows. Overall, the 

project demonstrates the effectiveness of U-Net-

based segmentation in medical image analysis, 

particularly in the field of dermatology, offering a 

valuable tool for enhanced skin disease diagnosis. 

6. FUTURE SCOPE 

In future work, the project can be further enhanced 

by incorporating advanced techniques such as deep 

learning-based attention mechanisms and multi-

scale feature extraction to improve segmentation 

accuracy. Additionally, exploring the integration of 

more diverse medical image datasets and applying 

transfer learning can enhance the model's 

adaptability to various skin conditions. 

Incorporating 3D image analysis for volumetric skin 

lesion segmentation and extending the system to 

detect other types of medical images can broaden its 

clinical applications. 
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